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Abstract—Mimicking fish lateral line for hydrodynamic
sensing, various artificial lateral line systems have been de-
veloped for underwater robotics. However, previous stud-
ies of artificial lateral line systems for underwater source
localization were based on a single sensing modality of
either pressure or flow velocity. Inspired by the functions
of flow and pressure receptors of fish, in this article, we
developed an artificial lateral line system integrated with
pressure sensors and flow velocity sensors. A dual-sensor
fusion modality was proposed to locate near-field dipole
source by measuring hydrodynamic signals. A multilayer
perceptron neural network was constructed to process the
pressure and flow velocity signals and to predict near-
field dipole coordinates in two and three dimensions. In a
2-D plane, compared with a single pressure- or velocity-
sensing modality, the dual-sensor fusion modality reduced
the mean localization error by 30%. In a 3-D space, the mean
localization error based on the dual-sensor fusion modality
was approximately 0.1 body lengths, when considering a
source located within one body length from the artificial
lateral line. In addition, we studied the influence of the
number of sensors on the localization accuracy via analy-
sis of variance. Our experimental results indicated that the
bio-inspired dual-sensor fusion modality is beneficial for
improving the performance of artificial lateral line systems
for underwater source localization.

Index Terms—Artificial lateral line, artificial neural net-
work, biomimetic, localization, sensor fusion.
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I. INTRODUCTION

F ISH can accurately sense surrounding flow disturbances
via their lateral line systems [1]. These systems influence

the behavior of fish [2]–[5], such as schooling, rheotaxis, and
obstacle avoidance. The lateral line systems comprise hundreds
of sensing units called neuromasts, which can be divided into two
categories: superficial neuromasts (SNs) and canal neuromasts
(CNs) [6]. SNs sit on the skin and are sensitive to flow velocities.
CNs are located with the lateral line canals underneath the skin
and are sensitive to the pressure gradients between canal pores
[7].

In dark and murky water environments, vision-based under-
water vehicles experience difficulty detecting their surround-
ings. Passive sensing is preferred over traditional detection tech-
niques such as sonar in scenarios considering ecological protec-
tion. The ultrasensitive flow perception capability of biological
lateral lines has inspired engineers to develop artificial lateral
line (ALL) systems. Over the last few decades, ALL systems
based on pressure or flow velocity sensors have been developed
to perceive near-field hydrodynamic fluctuations and put into
applications such as flow control of underwater robots [8] and
ecological environmental detection [9]. Extensive studies on
ALL systems have been conducted to explore the strategies
for vortex sensing [10]–[12] and attitude control [13]–[16]. For
instance, Venturelli et al. employed a bilateral array of pressure
sensors to detect vortex shedding frequency, vortex travelling
speed, and downstream distance between vortices [12]. Salumae
et al. developed a robotic fish equipped with an ALL system for
attitude control under steady flow conditions [13]. ALL sensors
were used to detect the orientation of the robot with respect to the
flow direction; furthermore, using these systems, the standard
deviation of error was considerably reduced to 2.9°.

Several studies on ALL systems focus on dipole localization,
in addition to vortex detection and attitude control. A dipole-
generated flow field closely represents those generated by fins or
insects [17]. In practical applications, certain vibrating targets
location can be simplified to dipole source localization such
as artificial swing fins or propellers installed on an underwater
vehicle [18]. Stimulated by this typical source of vibration, the
researchers found that the fish showed the ability to locate nearby
vibrations and moving objects [17]. In addition, a dipole source
is easy to realize and control; such flow fields are commonly
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used as a stimulus in lateral line studies. Therefore, dipole
localization has been a crucial evaluation criterion for ALL
performance. For instance, Abdulsadda et al. developed an ALL
system with a velocity sensor array to locate the dipole source
in a two-dimensional (2-D) space [19]. Yang et al. proposed
an ALL system comprising 15 flow velocity sensors placed
crosswise on a cylindrical platform to locate a vibrating source
in a three-dimensional (3-D) space [20]. Zheng et al. developed
a cross-shaped ALL with nine pressure sensors for 3-D dipole
localization [21]. All the above experimental studies on dipole
localization involving ALL systems employed single pressure-
or velocity-sensing modality. DeVries et al. employed a mul-
timodal ALL with both pressure difference and flow velocity
sensors for vortex sensing and attitude control [22]. Thus far, to
the best of our knowledge, this article is first to present an ALL
system that utilizes pressure and flow velocity sensor fusion
modality to localize an underwater target.

Various signal-processing approaches have been used to real-
ize dipole source localization [23], including template matching,
wavelet transform, beamforming, model-based estimation, and
even artificial neural networks. Although it is unknown at present
how fish use their central nervous systems to determine source
localization, and while the working principle of fish neural
networks is different from that of artificial neural networks, pre-
vious studies have demonstrated that artificial neural networks
provide an efficient technique to deal with this problem [21],
[24], [25].

In this article, we proposed an ALL system that integrates
pressure and flow velocity sensors to locate near-field dipole
sources. Similar to fish lateral line, two sensor arrays were
arranged in parallel, where the sensitivity direction of the flow
velocity sensor was dorsoventral with respect to the body. Com-
pared to cross-shaped ALL systems and crosswise sensor arrays,
our arrangement is more compact and transplantable, especially
with regard to streamlined underwater vehicles. Furthermore,
based on the dual-sensor fusion modality, we constructed a mul-
tilayer perceptron (MLP) neural network algorithm for source
localization experiments, which achieved high localization ac-
curacy.

The remainder of this article is organized as follows. The
experiment platform and perception algorithm are presented in
Section II. The results and discussion of the experiments on
dipole 2-D and 3-D dipole localization are introduced in Sec-
tion III. The concluding remarks are summarized in Section IV.

II. EXPERIMENT PLATFORM AND PERCEPTION ALGORITHM

In this section, we first discuss the analytical model for
a dipole-generated flow field and present the complementary
arrangement of sensor arrays. We then introduce the design of
the ALL system along with the experimental setup. Finally, we
describe the MLP architecture for the neural network to process
pressure and velocity signals.

A. Flow Field Model of Dipole Source in a 3-D Space

As shown in Fig. 1, the sphere located at (XD, YD, ZD)
vibrates parallel to the z-axis with an instantaneous velocity
v(t) = sωsin(ωt). Here, s is the amplitude of the vibration and

Fig. 1. Schematic of dipole source localization in a 3-D space.

ω = 2πf is the angular frequency. All the sensors lie along the
x-axis and the coordinates of sensori are (xi, 0, 0). The pressure
p(i) and flow velocity vz(i) in the z-direction at the position of
sensori can be calculated as follows [26], [27]:

p(i) = ρωa3v(t)
|ZD|

2[Z2
D + (xi −XD)2 + Y 2

D]
3/2

(1)

vz(i) = (2a)3v(t)
2Z2

D − [(xi −XD)2 + Y 2
D]

[Z2
D + (xi −XD)2 + Y 2

D]
5/2

(2)

where ρ is the density of water and a is the radius of the sphere.
The flow field model of the dipole source provides important
guidance for the sensor arrangement of the ALL.

B. Complementary Sensor Array Arrangement

Pressure and velocity signals are usually sampled by sensors
with finite precision. Assuming that the minimum detection
limits of the pressure sensor and the flow velocity sensor are
1 Pa and 1 mm/s, respectively, the spatial detection range of the
two sensors can be calculated according to (1) and (2) under
a certain dipole excitation mode. Here, the sphere has a radius
a = 12.5 mm, which oscillates at a frequency f = 35 Hz and
has a displacement amplitude s = 1 mm. Fig. 2(a) shows the
detection range when the pressure sensor is located at the origin.
The RD = (X 2 D+Y 2 D)1/2 represents the horizontal distance
between the pressure sensor and the sphere. The pressure sensor
can detect vibrations when the sphere is located at areas between
the red line and the origin. The spatial detection range of the flow
velocity sensor located at the origin is shown in Fig. 2(b).

When a dipole is located at the x–y plane, p(i) is calculated to
be 0 according to (1). The pressure sensor at the origin cannot
provide reliable pressure information; however, the velocity vz(i)
can be used for localization of the dipole source. When the
distance between the dipole and the sensor array increases, the
magnitude of the velocity decreases rapidly while that of the
pressure decreases relatively slowly.

Combining the response characteristics of pressure and flow
velocity sensors for dipole excitation, we designed the ALL
sensor arrays. Fig. 2(c) shows the arrangement of the sensor
arrays and the detection ranges of pressure sensors and velocity
sensors. The flow velocity sensor complements the blind area of
the pressure sensor, and the pressure sensor extends the spatial
detection range. Therefore, flow velocity and pressure data are
complementary for dipole localization.
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Fig. 2. Sphere detection range calculated according to (1) and (2).
(a) Maximum detection range of the pressure sensor at the origin (red
curve). (b) Maximum detection range of the flow velocity sensor at the
origin (blue curve). (c) Detection range of ALL. The red and blue curves
represent the maximum detection ranges of the pressure sensors and
flow velocity sensors on both sides, respectively. The figure shows only
the detection range of the positive z-axis in the x--z plane.

From (1) and (2), we can infer that the sensor array placed
along the x-axis cannot distinguish the sign of the z-coordinate
of the dipole, as the pressure or flow velocity output are identical
for two dipoles located symmetrically about the x–y plane.
The offset placements of pressure and flow velocity sensors
contribute to dipole localization in a 3-D space. To solve the
symmetry problem of dipole localization in a 3-D space, Wolf
et al. [28] also chose a sensor array composed of two ALLs with
equidistant flow velocity sensors, retaining the ability to make
use of spatial properties while allowing the 3-D localization.

C. Design of ALL

Fig. 3 shows the hardware configurations and dimensions of
the ALL system. The system comprises a 3-D printed shell,
pressure and flow velocity sensor arrays, amplifier circuits, a
wireless data acquisition card, a power-supply circuit, and a
battery. The body of the ALL system is 27 cm in length (L)
and 9 cm in diameter (D). On one side of the body, five pressure
sensors and four flow velocity sensors were installed at equal
intervals (SP = SV = 25 mm) along the rostrocaudal direction
of the body, as shown in Fig. 3(b). The horizontal interval
(Ss) between adjacent pressure and flow velocity sensors was
12.5 mm. In our study the body length (BL) was defined as the
length of the maximum length of the sensor array, BL= 100 mm.
The CNs and SNs of the lateral line of fish were not distributed
in a straight line [29]; furthermore, as described in Section II-A,
their offset was conducive to locating dipoles in a 3-D space.
Based on this arrangement, we set a 10 mm row spacing (H)
between the pressure sensor array and the flow velocity sensor
array.

Fig. 3. ALL system with pressure and flow velocity sensors. (a) Trans-
parent view: internal hardware configuration. (b) Front view: overall
dimensions of the model.

Pressure sensors (MS5401-AM, Measurement Specialties
Inc., USA) fixed on the surface of the body with a waterproof
sealant were used to measure the absolute pressure. Each sensor
was equipped with a voltage amplifier circuit, which comprised
two instrumentation amplifiers (INA) with a gain of 500.

Ionic polymer–metal composite (IPMC) is an important class
of electroactive polymers with inherent actuation and sensing
properties [30], [31] and has been widely used for underwater
actuation [32], perception [33], and energy collection [34].
Owing to the advantages of simple fabrication processing with
soft materials and high sensitivity, an IPMC beam was designed
for flow velocity sensing. Each IPMC sensor had a specification
of 10 mm × 2 mm × 0.2 mm. Similar to the SNs of fish, the
IPMC sensors bent along the dorsoventral direction of the body
to measure flow velocity along the z-direction. IPMC sensors
were fixed on the body with a waterproof sealant. To ensure the
stability of water content inside the material, the IPMC surface
was uniformly coated with silicone gel (Ecoflex 00-10, Smooth-
On, Inc., USA) with a low modulus of elasticity. An IPMC
sensor can generate an open-circuit voltage or a short-circuit
current across two electrodes under mechanical stimulation.
Previous studies have demonstrated that the voltage output is
more accurate than the current output for the dynamic response
of oscillating displacement [35]. Therefore, we selected an
open-circuit voltage as the sensor output. Fig. 4(b) shows the
schematic diagram of the voltage amplifier circuit for each IPMC
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Fig. 4. Schematic of the voltage amplifier circuits for pressure sensor
(a) and IPMC based flow velocity sensor (b). In the circuits RG1 = 10 kΩ,
RG2 = RG3 = RG4 = RV = 2 kΩ.

sensor with a gain of 2500. All pressure and velocity signals were
input into the wireless data acquisition card (T7-Pro, Labjack
Co., USA) communicating with the host computer; these signals
were then recorded. Nine data channels worked synchronously
at a sampling frequency of 300 Hz with a digitization accuracy
of 16 bit.

D. Experimental Setup

All experiments were conducted in an open water flume
with an experimental section of 70 × 35 × 40 cm3 (length
× width × height), filled with water to a depth of 30 cm, as
shown in Fig. 5. The ALL system was connected to a two-axis
sliding table and was moved to the center of the flume (diving
depth 15 cm) for localization experiments. The sphere with a
diameter of 25 mm was connected to the vibrator through a
stainless-steel rod 200 mm in length and 5 mm in diameter, which
vibrated sinusoidally in the vertical direction with a variable
vibration amplitude and frequency. The vibrator was installed
on a three-axis sliding table regulating the position of the dipole
in a 3-D space. The two gantry shelves and the flume were not
in contact with each other, which can avoid the noise caused by
vibration. This study selected a vibration frequency of 35 Hz,
which is in the typical range for the dipole localization study of
the ALL. The dipole vibration direction of all the experiments
was perpendicular to the water surface, with an amplitude of
1 mm.

E. Sensor Calibration

To ensure the accuracy of the pressure signals for the dipole
localization, we calibrated all the pressure sensors. Specifically,
we dived the ALL systems at different depths underwater and
recorded the corresponding output voltage signals. The output
voltage of the first pressure sensor (P1) exhibited a linear re-
lationship with the pressure variation, as shown in Fig. 6. The
calibration results for the sensitivity of all the pressure sensors
are listed in Table I.

Fig. 5. Experiment setup of dipole localization. (a) Components of
the experimental setup. (b) Photography of the established platform.
(c) Number of pressure and flow velocity sensors.

Fig. 6. Calibration of a representative pressure sensor (P1).

TABLE I
PROPORTIONALITY CONSTANTS OF ALL SENSORS

IDENTIFIED BY LINEAR FITTING
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Fig. 7. Calibration of IPMC sensors with a PIV system. (a) Schematic
of the experimental setup. (b) Velocity field around the fourth IPMC
sensor (V4) under a dipole stimulation.

The relationship between the voltage output of the IPMC
sensor and local flow velocity can be established via a fluid–
structure interaction analysis. However, the final output of dif-
ferent IPMC sensors varies because of the inhomogeneity of the
material, subtle difference in dimensions, and deviation of elec-
trical parameters. To determine the accuracy of the flow velocity
signal, this study employed a particle image velocimetry (PIV)
system to calibrate each IPMC sensor, as shown in Fig. 7(a).
Considering the fourth IPMC sensor (V4) as an example, the laser
illuminated the vertical plane, where the cantilever beam and
dipole were located to visualize the movement of tiny particles
in the water under the excitation of the dipole.

Fig. 7(b) shows the velocity distribution near the tip of the
IPMC sensor, when the dipole was 50 mm away from the sensor.
The dipole vibration conditions in the calibration experiment
were the same as those described in Section II-C. By analyzing
the flow field at different points between dipole and the IPMC
sensor apex, we obtained a series of IPMC sensor tip flow veloc-
ity amplitudes and the corresponding voltage signal amplitudes.
As shown in Fig. 8, the peak-to-peak voltage output of the
IPMC sensor was approximately linear with the amplitude of the
flow velocity within a certain range. Table I lists the sensitivity
calibration results of all IPMC sensors.

F. Neural Network Algorithm for Dipole Localization

Previous work focused on establishing a perception model for
dipole localization in which flow field conditions were idealized

Fig. 8. Calibration of a representative IPMC based flow velocity sensor
(V4).

Fig. 9. Schematic of the MLP neural network for signal processing of
the ALL. The input parameters are pressure or velocity amplitudes, and
the output nodes represent the predicted dipole coordinates.

[26]. In an actual flow field, several uncontrollable factors, such
as noise and interference derived from the interaction of the
fluid with the shell of the ALL and the flume wall, cause the
actual sensor to generate an output that is significantly different
from the theoretical result. As a result, it is difficult to directly
calculate the dipole coordinates via an analytical method. Arti-
ficial neural networks are capable of nonlinear regression and
are compatible with multiple data inputs, which can predict
the dipole position by training on certain data. Therefore, we
constructed an artificial neural network to process signals from
sensors. As shown in Fig. 9, the MLP is a feedforward artificial
neural network model comprising an input layer, several hidden
layers, and an output layer. Owing to its simple structure, adap-
tive learning ability, noise robustness [36], and wide application
in nonlinear classification and regression [37], we adopted a
signal processing method based on MLP.

In general, it is necessary to preprocess the obtained pressure
and flow velocity signals, extract the characteristic values, and
input them into the neural network after standardization. Fig. 10
shows a typical set of signals preprocessing. Because the dipole
vibration is periodic, the voltage outputs of the sensors are
continuous sinusoidal signals. For each run in all the experi-
ments, the signals from ALL were recorded for 30 s, and fast
Fourier transform (FFT) was employed to extract the amplitude
of each signal at 35 Hz, which was then multiplied by the
sensitivity of the corresponding sensor to obtain the pressure
amplitude and velocity amplitude. These amplitudes reflect the
characteristics of the dipole flow field, and immunity to noise
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Fig. 10. When the dipole sphere was located at (0, 80, –30 mm): the
time-domain signals of pressure sensors (a) and flow velocity sensors
(b), the frequency-domain signals of pressure sensor P1 (c) and flow
velocity sensor V4 (d) transformed by FFT, and the vibration signal
amplitudes at 35 Hz for pressure sensors (e) and flow velocity sensors
(f).

can be improved through amplitude extraction. Fig. 10(e) and
(f) show the vibration signal amplitudes of pressure sensors and
flow velocity sensors when the dipole sphere was located at (0,
80, –30 mm).

MLP is performed as a series of weighted calculations on the
input. Direct input of the pressure and velocity signals into the
neural network leads to difficulty in model convergence or large
errors in prediction results due to the difference of the signal
dimensions. To remove the influence of data dimensionality on
the neural network and accelerate the convergence of MLP, it
is necessary to standardize the signal amplitudes. Therefore,
the standardized signal amplitude S∗

j (i) can be derived by the
following:

S∗
j (i) =

Sj(i)− Sj(M)

Sj(σ)
. (3)

Here, Sj (i) denotes the signal amplitude i of sensor j, and
Sj (M) and Sj (σ) represent the mean and standard deviation of
sensor j in the signal amplitude sample, respectively. For each
pressure or flow velocity sensor, the mean value and variance of
the training points are 0 and 1 after standardization, respectively.

Finally, the standardized signal amplitudes were used as the
input of the neural network.

In addition, the number of input nodes in the neural network is
equal to the number of sensors, and each output node represents
the predicted coordinates of the dipole on each axis. Node
activation values can be computed by the following [36]:

alj = f

(
N∑
k=1

wl
jka

l−1
k + blj

)
. (4)

Here, alj denotes the activation of the jth node of the lth layer,
where counting starts at the first hidden layer. We use wl

jk to
denote the weight of the connection from the kth node in the
(l−1)th layer to the jth node in the lth layer, and use blj for the
bias of the jth node in the lth layer. Furthermore, N denotes the
number of nodes in the (l−1)th layer. Each hidden layer node
represents a nonlinear activation, which takes the rectified linear
unit (ReLU) f(x) = max(0, x) as the activation function.

The training set of the localization experiment includes a se-
ries of known dipole coordinates and the corresponding pressure
or velocity amplitude from the sensors. Parameters such as the
number of hidden layers and nodes and learning rate are obtained
via training.

The absolute localization error can directly reflect the perfor-
mance of dipole localization by ALL. The absolute error along
each axis can be expressed by the difference between the actual
and predicted values. The absolute localization error in 2-D and
3-D spaces can be expressed using Euclidean distance (ED) as
follows:

ED =

√
(xi −Xi)

2 + (yi − Yi)
2 (5)

ED =

√
(xi −Xi)

2 + (yi − Yi)
2 + (zi − Zi)

2 (6)

where (xi, yi) and (xi, yi, zi) represent the predicted coordinates
in 2-D and 3-D spaces, respectively, and (Xi, Yi), (Xi, Yi, Zi)
represent the actual coordinates.

III. RESULTS AND DISCUSSIONS

This section presents the experimental results of dipole local-
ization. The modality of dual-sensor fusion achieves a higher
localization accuracy than single sensing modality. The 2-D
localization results described in Section III-A can intuitively
illustrate this advantage. Furthermore, the ALL system with
the modality of dual-sensor fusion demonstrates the ability to
locate dipoles in the 3-D space, and the results are described in
Section III-B. In Section III-C, we use the ANOVA to consider
the influence of the number of pressure sensors and flow velocity
sensors on the localization accuracy. Finally, we investigate
how ambient water flow affects the localization accuracy in
Section III-D.

A. Dipole Source Localization in 2-D Plane

We performed dipole localization experiments in a 2-D plane,
on which the four IPMC sensors were placed. For the conve-
nience of description, we took the midpoint of the flow velocity
sensor array as the origin to establish the coordinate system. To
train the neural network, the plane (100 × 50 mm2) was divided
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Fig. 11. Experimental results of dipole localization in 2-D space.
(a) Localization results by using pressure-sensing modality. (b) Localiza-
tion results by using velocity-sensing modality. (c) Localization results by
using dual-sensor fusion modality. (d) Comparison of the mean absolute
error along x- and y-axes and the MED of test points for the three
sensing modalities.

into a grid of 10 × 10 mm2 lattices, forming 66 training points,
as shown in Fig. 11. The dipole was placed at each training
point, and the obtained sensor signals were used to train the
neural network. Then, the dipole was placed at each of the 20 test
points and the obtained velocity or pressure amplitude was input
into the neural network to predict the corresponding coordinates.
The parameters of the neural network were then determined after
training for 1000 epochs. The optimal MLP network architecture
had two hidden layers of 100 and 50 nodes, respectively. The
learning rate was set to 0.002.

Fig. 11(a)–(c) show the experimental results of dipole lo-
calization using pressure-sensing modality, velocity-sensing
modality, and dual-sensor fusion modality, respectively. The red
dots and blue dots represent the actual and predicted positions
of the test points, respectively. As summarized in Fig. 11(d),
when pressure- or velocity-sensing modality is used, the mean
Euclidean distance (MED), mean absolute error along the x-axis
(MAE-X), and mean absolute error along the y-axis (MAE-Y)
are approximately 6, 5, and 3 mm, respectively. Furthermore,
when the dual-sensor fusion modality is employed, the MED,
MAE-X, and MAE-Y are attenuated to approximately 4, 2.7,
and 2.2 mm, respectively. Based on the results of 2-D dipole
localization, we can conclude that the localization accuracy with
dual-sensor fusion modality is much higher than that with the
single sensing modality.

B. Dipole Source Localization in 3-D Space

We performed a 3-D dipole localization experiment to verify
the performance of dual-sensor fusion modality. The position
of the third pressure sensor (P3) was taken as the origin to
establish the coordinate system and a 3-D space (100 × 50 ×
100 mm3) was defined. As shown in Fig. 12, we divided the
space into a grid of 10× 10× 10 mm3 lattices, forming 726 grid
points as the training points. In the working space, 81 test points
that were excluded from the training points were set along the

Fig. 12. Dipole localization in 3D space using dual-sensor fusion
modality. (a) 726 training points and 81 test points. (b) Predicted and
actual positions of all test points. (c) Absolute error along the three axes
and the ED for all test points between the predicted and the actual.

elliptical spiral trajectory. Fig. 12(a) shows the relative positions
of the training points, the test points, and all the sensors of
ALL. We determined the parameters of the neural network after
training for 2500 epochs. The optimal MLP network architecture
had three hidden layers, which are 100, 100, and 50 nodes,
respectively. The learning rate was set at 0.0025.

Fig. 12(b) shows the actual and predicted positions of all test
points. To illustrate the relative position clearly, we use gray
dots to represent the actual coordinates, and the arrows point
to represent the corresponding predicted coordinates. Fig. 12(c)
shows the absolute errors for 81 test points between the pre-
dicted and actual positions. From the viewpoint of statistics, the
MAEs along the x-, y-, and z-axes are 4.3, 3.6, and 7.0 mm,
respectively. The MED between the predicted coordinates and
actual coordinates is 10.0 mm, which is dominated by the z-axis
error.

In Zheng’s dipole localization study [21], within 0.6 BL away
from the ALL, the MAEs along the x-, y-, and z-axes were 7.1,
4, and 3.2 mm, respectively. Furthermore, in Yang’s study [20],
a mean localization error of 0.17 BL was obtained when the
distance between the dipole and ALL was 0.5 BL. Therefore,
compared to state-of-the-art techniques used for dipole localiza-
tion, our system with the dual-sensor fusion modality achieves
higher localization accuracy within a larger dipole-sensor
distance.

C. Effect of Sensor Type and Number on
Localization Error

ANOVA is a statistical technique for analyzing the effects
of several factors on the means of variables and identifying
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TABLE II
COMBINATIONS OF DIFFERENT NUMBERS OF PRESSURE AND FLOW

VELOCITY SENSORS FOR DIPOLE LOCALIZATION

any interactions between the factors [38], [39]. We utilize a
two-way ANOVA to evaluate the influence of the two factors,
the number of pressure sensors (Pnum) and the number of flow
velocity sensors (Vnum), on the localization error and identify if
the interaction between the two factors is significant. Notably,
Pnum has four levels: 2, 3, 4, or 5. Vnum has three levels: 2, 3, or 4.
We consider 12 combinations of Pnum and Vnum, as presented in
Table II. We repeated each combination 10 times and recorded
all the experimental results. The number of input nodes was
equal to the number of sensors and other parameters of the MLP
neural network were the same as in the localization experiment
in a 3-D space. It should be pointed out that when Vnum is 3,
V1,23 and V2,34 are used for five trials each. Meanwhile, the
localization error is discussed according to the four variables of
the MAE along the x-, y-, and z-axes and the MED.

The underlying assumptions for ANOVA are that data sam-
ples satisfy normal distribution and homogeneity of variance.
Violations of these assumptions may invalidate the ANOVA
results. The Shapiro–Wilk test [40] can be used to test the
normality of samples with data less than 2000. Levene’s test
[41] is widely used to test the homogeneity of variances. At
the significance level of 0.05, the test results showed that the
data are approximately normally distributed (P > 0.05), and
variances were homogeneous (p > 0.05). In addition, there are
no outliers (the observation is more than two standard deviations
from the mean) in the data. Therefore, we can conclude that the
experiment data satisfy underlying assumptions of ANOVA.

The results of ANOVA for the localization error are presented
in Table III. For all the indicators of the localization error,
the main effects of Pnum and Vnum are observed to be highly
significant (P < 0.001). For MAE-X and MED, the interaction
between Pnum and Vnum is significant (P < 0.05), but not for
MAE-Y and MAE-Z (P > 0.05). Therefore, the effects of Pnum

and Vnum on MAE-Y and MAE-Z can be analyzed directly
according to their respective main effects. However, for Pnum

(or Vnum) at different levels, the effect of Vnum (or Pnum) on
MAE-X and MED should be analyzed separately [42].

Fig. 13(a) and (b) show MAE-X under each combination
studied. When two or three flow velocity sensors are used,
MAE-X decreases with the increase of Pnum. When four flow
velocity sensors are combined with four or five pressure sensors,
their MAE-Xs are approximately equal. It indicates that an
additional increase in the number of pressure sensors may not
significantly reduce MAE-X when four flow velocity sensors are
used. However, when four or five pressure sensors are used, the
error decreases with the increase in Vnum.

TABLE III
EFFECTS OF Pnum AND Vnum ON THE LOCALIZATION ERROR OF THE ALL

SYSTEM IN 3-D SPACE

SS, sums of squares; df, degrees of freedom; MS, mean squares; F, test statistic;
P, probability value.

Fig. 13. Mean absolute error along the x-axis (a), (b) and the MED (c),
(d) of each combination. Error bars represent 95% confidence interval
(CI) for the mean error.
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Fig. 14. Main effects of Pnum and Vnum for mean absolute error along
(a), (b) the y-axis and (c), (d) the z-axis. Error bars represent 95%
confidence interval (CI) for the mean error.

The MEDs under each combination are shown in Fig. 13(c)
and (d). Under a fixed number of flow velocity sensors, the MED
decreases with the increase of Pnum. When four or five pressure
sensors are used, the MED decreases with the increase of Vnum.
In addition, the MED with the combination of five pressure
sensors and four flow velocity sensors is 10.2 mm. Therefore, in
a 3-D space, within 1 BL from the ALL, the mean localization
error is approximately 0.1 BL.

Because the influence of the interaction between Pnum and
Vnum on MAE-Y and MAE-Z is not significant, we conducted
the main effect analysis on Pnum and Vnum, as shown in Fig. 14.
When Pnum increases from three to four, MAE-Y decreases
significantly; however, it appears that increasing Pnum from
four to five has negligible effect on the MAE-Y. However, as
Vnum increases, the MAE-Y decreases almost linearly. The
main effect identified in our analysis of Pnum and Vnum on the
MAE-Z is illustrated in Fig. 14(c) and (d). Clearly, MAE-Z is
mainly affected by the number of pressure sensors. In contrast,
increasing Vnum does not significantly reduce the MAE-Z.

Regardless of the combination used, the localization error
always follows the same rule: the MAE-Z is the largest, and
the MAE-Y is the smallest. The results of ANOVA show the
obvious influence of the number of pressure and flow velocity
sensors on the localization accuracy. We find that the MAE-X
is significantly affected by the interaction between Pnum and
Vnum. The flow velocity sensor shows a better tendency to
reduce MAE-Y, but the pressure sensor contributes to improving
localization along the z-axis, which reflects the complementarity
of the dual-sensor fusion modality. The current analysis results
provide guidance for the improvement of the ALL system: to
improve localization accuracy along the x- and y-axes requires
the addition of flow velocity sensors, and to improve accuracy

Fig. 15. Under different ambient flow velocities. (a) Comparison of the
mean absolute error along x, y, and z-axes and the MED of 81 test
points; and (b), (c) when the sphere was located at (0, 80, –30 mm),
the vibration signal amplitudes at 35 Hz for pressure sensor P1 and flow
velocity sensor V4.

along the z-axis requires the addition of pressure sensors. In
addition, the combination of four pressure sensors and four flow
velocity sensors is optimal in consideration of minimizing the
number of sensors and ensuring high localization accuracy.

D. Effect of Ambient Flow on Localization Error

To investigate the effect of ambient flow on localization
accuracy, dipole source localization was performed at different
flow velocities. Uniform water flow was set along the negative
direction of the x-axis in the flume of the experiment setup
shown in Fig. 3, and the flow velocity was measured by a fiber
optic velocimeter (SLD300-A, SENLOD, Co. LTD., CHN). We
selected two typical flow velocities of 0.025 m/s (1/4 BL/s) and
0.05 m/s (1/2 BL/s). The dipole vibration excitation, training
points, test points, and parameters of the MLP neural network
were the same as in the localization experiment in the 3-D space.

As shown in Fig. 15(a), when the flow velocity was 0.025 m/s,
the MED, MAE-X, MAE-Y, and MAE-Z were approximately
10.7, 4.6, 3.9, and 7.4 mm, respectively, corresponding to 7.0%,
6.9%, 8.3%, 5.7% increase compared to the results in still water.
When the flow velocity increased to 0.05 m/s, the MED, MAE-X,
MAE-Y, and MAE-Z increased by 25.0%, 25.5%, 27.6%, and
12.8%, respectively. It indicated that high-velocity ambient flow
severely deteriorates the localization accuracy and the influence
of ambient flow to localization accuracy is mainly reflected in
the directions along the x- and y-axes.

To investigate how ambient water flow affects the localization
accuracy, we characterized the responses of pressure sensors and
velocity sensors to vibration excitations at different flow veloc-
ities. When the dipole vibrates at 35 Hz, the signal amplitudes
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of the pressure sensor (P1) and the IPMC flow sensor (V4) were
obtained as shown in Fig. 15(b) and (c), with 15 measurements
for each condition. Compared with the flow velocity sensor, the
pressure sensor exhibited more stable signal output, which prob-
ably explained the insignificant flow impact on MAE-Z even at
high flow velocities. When the ambient flow velocity increased
to 0.05 m/s, the variance of the velocity amplitude increased by
approximately 45%; this was probably the main factor causing
the increase of MAE-X and MAE-Y. The disturbance of the
ambient flow to velocity sensor signal was significant, though the
flow velocity sensor was sensitive in the z-axis (perpendicular to
the flow direction). This originated from the inevitable twisting
of the long IPMC beam during fabrication as well as installation
error. It should be noted that the localization error in flowing
water can be reduced by improving the flow sensor stability.

IV. CONCLUSION

This study introduced an ALL system integrated with pressure
and flow velocity sensors along with an MLP neural network to
realize the localization of an underwater dipole source. Com-
pared with current single-mode ALL systems, the multimodal
ALL system avoids the blind area of the single pressure sensor
array and realizes a complementary detection range. In addition,
our sensor placement occupies less vehicle area than cross-
shaped ALL system, offering better practicality. Based on the
results of a 2-D localization experiment, we proved that the
dual-sensor fusion modality achieved better performance than
the single pressure- or velocity-sensing modality. The results of a
3-D localization experiment showed that the mean localization
error between the predicted coordinates of the dipole and the
real coordinates was approximately 0.1 BL with a distance of
1 BL. The detection distance of the ALL system is related to
the minimum detection limit of the sensor and the excitation
intensity of the target source. Although our experiments were
done within 1 BL, the localization range can be improved by
using high-performance pressure and flow velocity sensors.

Standardization can remove the dimensional effects of the
data while preserving the distribution of the data, illustrating
good compatibility of the MLP neural network with pressure
and flow velocity signals. The MLP neural network can integrate
the pressure and flow sensor signals to predict dipole coordinates
with high accuracy. However, the disadvantage of this method
is that it requires a considerable amount of data to train the
neural network. In future work, the complementary effects of
pressure and velocity information from the perspective of fluid
mechanics can be investigated to provide a more convincing
theoretical basis for this approach.
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